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The estimation of classification error is a critical step in classifier design, and closely related to model
selection. Typical model selection procedures are either based on estimating the error (e.g., cross-validation,
bootstrap, holdout, etc.) or information theoretic principles (e.g., AIC, BIC, MDL). The problem with the
former approach is that the traditional counting-based estimators are both computationally expensive and
inaccurate. On the other hand, the latter approach optimizes a measure that is not directly connected to the
prediction error and often requires a careful selection of hyperparameters.

In this talk we concentrate on the recently proposed Bayesian Error Estimator (BEE), and on its uses for
model selection among a family of generalized linear models. More specifically, we will show that the
estimator is more accurate than the traditional error estimation approaches when selecting the best model
along the regularization path of a LASSO regularized logistic regression model. Moreover, the BEE
estimates the error directly from the training set, thus avoiding multiple training stages typical of cross-
validation procedures. 
As a case study, we will describe the anatomy of our submission into the IEEE MLSP 2013 Bird sound
classification competition (https://www.kaggle.com/c/mlsp-2013-birds). The method was essentially a BEE-
selected generalized linear model with BoW-like features calculated from a sparse dictionary representation 
calculated with the SPAMS toolbox developed by INRIA.
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